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Abstract

The explosive growth of artificial intelligence (AI) over the past few years has
focused attention on how diverse stakeholders regulate these technologies to en-
sure their safe and ethical use. Increasingly, governmental bodies, corporations, and
nonprofit organizations are developing strategies and policies for Al governance.
While existing literature on ethical Al has focused on the various principles and
guidelines that have emerged as a result of these efforts, just how these principles
are operationalized and translated to broader policy is still the subject of current
research. Specifically, there is a gap in our understanding of how policy practitio-
ners actively engage with, contextualize, or reflect on existing Al ethics policies in
their daily professional activities. The perspectives of these policy experts towards
Al regulation generally are not fully understood. To this end, this paper explores
the perceptions of scientists and engineers in policy-related roles in the US public
and nonprofit sectors towards Al ethics policy, both in the US and abroad. We in-
terviewed 15 policy experts and found that although these experts were generally
familiar with Al governance efforts within their domains, overall knowledge of
guiding frameworks and critical regulatory policies was still limited. There was also
a general perception among the experts we interviewed that the US lagged behind
other comparable countries in regulating Al, a finding that supports the conclusion
of existing literature. Lastly, we conducted a preliminary comparison between the
Al ethics policies identified by the policy experts in our study and those emphasized
in existing literature, identifying both commonalities and areas of divergence.
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1 Introduction

In the global context, there has been an overwhelming amount of ‘hype’ surrounding
the transformative potential of artificial intelligence (AI) across nearly every facet
of human existence. Anticipating the significant opportunities that Al can bring to
the global society, governments, corporations, and organizations have been actively
developing ethical principles, frameworks, standards, and policies to govern the social
and ethical implications of Al-enabled technologies (Jobin et al., 2019). Compared to
other normative mechanisms—particularly ethical principles and frameworks—eth-
ics policies wield broader impacts and are more practical to implement in guiding Al
research and innovation towards socially desirable outcomes (Coeckelbergh, 2020;
Floridi, 2023). Despite the emergence of Al policies across sectors, especially those
aimed at ensuring that Al systems adhere to ethical norms and values (referred to
as Al ethics policies), the implementation of these policies still faces certain chal-
lenges. Most notably, there is a lack of empirical evidence or experimentation to
thoroughly assess the impact and effectiveness of Al ethics policies (Gianni et al.,
2022). Furthermore, the formulation and implementation of Al ethics policies rarely
incorporate the values and perspectives of diverse stakeholders, particularly through
the inclusion of the public in democratic processes (Gianni et al., 2022). Moreover,
researchers lack a systematic framework or typology to categorize these policies, par-
ticularly considering their complexity and diverse origins from various sectors and
cultures (Corréa et al., 2023). Most Al ethics policies—including discussions around
these policies—were initiated by scholars across engineering, science, social studies
and humanities disciplines (D. Schiff et al., 2020). Very few studies have focused on
how Al policy practitioners, individuals who engage with these policies on a daily
basis, perceive Al ethics policies. Assessing the effectiveness of Al ethics policies
depends not only on their development being aligned with rigorous processes but
also on their actual functionality, which can be partially measured by the experiences
of policy practitioners who engage with these policies on a daily basis as part of
their work. Therefore, we argue that understanding sow policy practitioners actively
engage with, contextualize, and deliberate on Al ethics policies is instrumental in
assessing the effectiveness of these policies in governing Al research, innovation, and
use. Such understanding can also aid in optimizing the implementation and opera-
tionalization of these policies.

To address this gap in the literature, this paper investigates the perspectives of a
specific group of Al policy practitioners—individuals trained as scientists or engi-
neers who have transitioned into policy-related Al roles—regarding their perceptions
of Al ethics policies. Exploring the experiences of this particular group of people
has unique values. Most importantly, given their interdisciplinary background, they
have knowledge of both the technical foundation undergirding Al ethics policies and
the practical and political processes through which these policies are formulated and
implemented.

More specifically, this paper addresses the following two research questions: (1)
What are the major categories of Al ethics policies, as identified by Al professionals
who were trained as scientists and engineers but transitioned to policy-related roles?
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(2) What are commonly shared perceptions of these experts toward the development
and implementation of these policies?

In answering these questions, this paper provides the following key contribu-
tions to Al ethics policy literature:

1. We develop a simple yet comprehensive taxonomy for clustering Al ethics pol-
icy efforts according to originating organization, jurisdiction, and development
stage.

2. We conduct qualitative interviews with experts in Al policy-related roles and
analyze their commonly shared perceptions of Al ethics policies using our clus-
tering taxonomy.

3. We compare the policy efforts identified through our interviews with experts, and
compare these with the policies broadly discussed in the literature.

4. We evaluate the expert responses within the current context of Al ethics policy
development and discuss the implications of our findings for future Al ethics
policy.

2 Literature Review

This section reviews literature on the following topics: (1) the motivations and pro-
cesses for developing Al ethics policies, including the involvement of key stakehold-
ers; and (2) Al ethics policies in the United States, European Union, and China.

2.1 Motivations and Processes for Al Policymaking

The process of developing strategies for AI governance is tightly linked to the eco-
nomic and political contexts of the strategy’s originator. For a state, this entails navi-
gating the intricacies of its political and administrative apparatus. Thus, there is no
uniform roadmap for how policies transform from ideas to operationalizable regula-
tions. Nevertheless, the work of Schiff et al. (2020) is helpful for understanding com-
mon factors that may motivate and influence the development of Al ethics principles,
strategies, and policies. The authors review 88 ethics documents from across the
public, private, and nongovernmental (NGO) sectors published between 2016 and
2019 to identify overlapping themes, furthering understanding about who produces
Al ethics documents and why they are produced. These documents, as Schiff et al.
note, originate predominantly from wealthy countries, chief among them the US and
China. Yet amid competition between the US and China for AI dominance, smaller
nations may look to their Al strategy to differentiate themselves from competing
states for investment in Al innovation. Finally, Schiff et al. identify five motivations
for Al ethics strategy/policy development beyond social responsibility: (1) creating
competitive advantage by signaling openness to private investment in Al under a
favorable regulatory regime; (2) internal strategic planning; (3) strategic interven-
tion by corporations to preempt government regulation; (4) signaling social respon-
sibility to improve one’s reputation; and (5) signaling leadership on the international
stage, so as to be seen as a major ‘player’ with respect to Al regulation.
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Below, we examine in detail the policymaking and political landscapes surround-
ing Al regulation for three state-level actors: the US, the European Union (EU), and
the People’s Republic of China (hereafter, “China’). We focus on these two states and
the EU because they represent the largest governmental actors concerning Al policy-
making and regulation (Roberts et al., 2021). We stress, however, the importance of
broadening the scope of Al policy analysis in future work, with a particular focus on
states and organizations in the Global South. As Schiff et al. (2020) caution, the rein-
forcement of the current hegemony of wealthy Western states in Al ethics discourse
risks exacerbating existing global inequalities, contradicting the goal of Al ethics to
‘level the playing field.’

2.1.1 United States

From a policymaking perspective, the US stands out because of the diffusion of gov-
ernance power in two key ways: (1) the separation of powers across the executive,
legislative, and judicial branches of government, which plays an important role in
federal policymaking (Rose-Ackerman, 2022); and (2) the devolution of policy-mak-
ing power to the states (Krane, 1993). With respect to the latter, the prerogative of the
federal government to regulate Al is clear given the technology’s impact on interstate
commerce. However, the federal government has yet to fully exercise that power,
paving the way for states to set their own regulations while a “dominant set of ideas”
about how to regulate Al remains missing from the national discourse (Parinandi et
al., 2024). The lack of federal oversight has allowed states to act as “laboratories of
democracy,” giving researchers a sense of what Al regulations may soon be viable on
a national scale. Parinandi et al. (2024) analyze state-level Al legislation from 2018
to 2022 and find partisan and bipartisan trends relating to the adoption of Al legisla-
tion. For example, the study found that Republican legislators are significantly less
likely to vote for Al legislation centered around consumer protection compared to
Democratic legislators, and that states are generally more likely to see Al regulation
enacted if governed by Democrats. The likelihood of success for federal legislation
may therefore depend heavily on whether that legislation is consumer-protection-
focused or business-focused.

On the national level, both Congress and the executive under the president have
the prerogative to formulate government ‘policy’ on how to govern the development
and use of Al technology. ‘Policy’ here is loosely construed since it can encompass
both executive branch policy preferences related to how laws are enforced and legis-
lation from Congress. Ultimately, effective Al regulation must have both a legislative
mandate from Congress and an executive branch willing to enforce the legislation.

That Congressional mandate is currently lacking, and clear policy preferences
from the Biden administration are only beginning to take shape. As such, policy state-
ments from the administration are beneficial in deciphering the direction of future
legislative and regulatory efforts. With respect to standards-setting, the US should
be expected to lag behind other comparable nations while federal standards agencies
wait for a clear set of ethical principles and an industry consensus on standards to
form. As the National Institute of Standards and Technology (NIST) notes in a plan
prepared following President Trump’s 2019 Executive Order 13859 titled “Main-
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taining American Leadership in AL” current US law requires government standards
bodies like NIST to rely on a consensus-based approach to their work (Tabassi et
al., 2019). In other words, “standards flow from principles,” which must be well-
established in the private sector before being adopted in federal regulation (Tabassi
et al., 2019). Despite robust public engagement requirements for federal rulemaking,
it is unclear to what extent non-industry actors—e.g. consumers and the American
public—can influence this regulatory process. The lack of action from Congress,
then, means a limiting of the opportunities for representational democracy to influ-
ence Al policy.

Finally, it is worth acknowledging that the executive branch itself cannot be treated
as a single unchanging entity in discussions surrounding Al policymaking (Hine &
Floridi, 2022). The myriad agencies charged with implementing broad executive pol-
icy directives across diverse yet often overlapping domains create a complex fabric
of federal regulation that is difficult for policy experts—Ilet alone non-experts—to
navigate. But perhaps more importantly, the federal bureaucracy is subject to shifts
in direction more stark and more frequent than in comparable countries each time the
occupancy of the White House changes hands. Hine and Floridi (2022) analyze Al
policy differences across the Obama, Trump, and Biden administrations, and docu-
ment the evolution of US Al policy from a more laissez-faire free market attitude
under Obama and Trump to a focus on human rights and freedoms under Biden.

2.1.2 European Union

The European Union, a political and economic union of 27 member states, is another
unique governmental organization with respect to Al governance, since EU laws and
regulations coexist with 27 sets of national laws and regulations. Nevertheless, it
appears that the political organs of the EU—especially the European Commission
and the Parliament—are the driving forces behind Al policymaking, with the EU Al
Act establishing a common approach to Al ethics policy across the Union (Roberts
et al., 2021). This effort began in 2016 with a European Parliament report on govern-
ing autonomous robots and quickly merged into a Commission effort to coordinate
a path forward regarding Al governance. In 2018, the Commission created a High-
Level Expert Group on Al (HLEG), and in 2021 published the first draft of the EU
Al Act, which was approved by the member states at the end of 2023 and passed by
the Parliament in March 2024. In general, the EU’s policy-making process on Al
can be described as a heavily technocratic one, with the HLEG and particularly the
European Commission playing key roles in shaping Al policy (Roberts et al., 2022).
While the AT Act received revisions and required approval from the European Parlia-
ment and the governments of the member states, the Commission is the legislation’s
author and proponent. As with all EU law, the Commission has the exclusive right to
initiate the legislative process; the Parliament cannot draft legislation itself (Ponzano
etal., 2012). Roberts et al. (2021) note that this undemocratic approach may be cause
for concern. It is also worth noting that the entire process of developing and passing
the Al Act occurred after the 2019 EU Parliament elections and before the summer
2024 elections.
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2.1.3 China

Processes in China for developing and implementing Al policies are heavily depen-
dent on the guiding ideological hand of the Chinese Communist Party (CCP) under
a governance model of “fragmented authoritarianism,” whereby the national gov-
ernment establishes ambitious national goals which local governments strive to
implement (Roberts et al., 2022). In particular, the 2017 “A New Generation Al
Development Plan” (AIDP) created by the State Council acts as a “wish list” for the
CCP, leaving local authorities to determine specific implementation details (Hine &
Floridi, 2022). Local politicians are motivated by short term limits and the prospect
of promotions within the Party to align their locality with the national goals and to do
so in a short period (Roberts et al., 2022). However, these incentives may encourage
local governments to inflate their economic targets concerning Al innovation or to
fail to diversify the types of Al businesses they attract (Hine & Floridi, 2022). The
expiration of the AIDP in 2020 heralded a slight shift in national policy, as Al-related
policy goals were integrated into the larger science and technology section of the
2021 Five-Year Plan (Hine & Floridi, 2022). In this sense, Al is increasingly seen
as one of many technologies that will spur economic growth over the coming years.
Simultaneously, the AIDP anticipates that by 2025, China will transition from a more
exploratory stance on Al to establishing concrete regulations before becoming the
“world’s primary Al innovation centre” by 2030 (Hine & Floridi, 2022).

2.2 Existing Al Policies and Legislation

Below, we identify and briefly elaborate on major existing guidance, policies, and
legislation governing the use of artificial intelligence in the US, EU, and China.
These policy efforts are, for the most part, the ones broadly identified in existing
academic literature. In Sect. 5, we examine the extent to which the policy experts we
interviewed also highlighted the importance of these policies.

2.2.1 United States
1. Blueprint for an Al Bill of Rights

The “Blueprint for an Al Bill of Rights: Making Automated Systems Work for the
American People” (hereafter, “Blueprint™) is a white paper released by the White
House Office of Science and Technology Policy (OSTP) in October 2022. The Blue-
print outlines major principles to “guide the design, use, and deployment of auto-
mated systems to protect the American public in the age of artificial intelligence,”
(Office of Science and Technology Policy, 2022). These principles are: safe and
effective systems, algorithmic discrimination protections, data privacy, notice and
explanation, and human alternatives, consideration, and fallback. As a non-binding
“framework,” the Blueprint is unenforceable. Nevertheless, it offers a first look at the
Biden administration’s outlook on Al regulation, and its influence is seen in Execu-
tive Order 14110 signed a year later. In their evaluation of the Blueprint, Hine and
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Floridi (2023) remark on the focus of Blueprint on “automated systems” as opposed
to Al specifically, which they argue is too broad.

2. NIST AI Risk Management Framework

The National Institute of Standards and Technology (NIST) released its “Artificial
Intelligence Risk Management Framework” (RMF) in January 2023 following a year
of public input and revisions (National Institute of Standards and Technology, 2023).
The RMF is the result of the 2020 National Artificial Intelligence Initiative Act, which
directed NIST to develop “voluntary standards for artificial intelligence systems,”
(National Institute of Standards and Technology, 2023). In this regard, the Frame-
work is nonbinding, “rights-preserving, non-sector-specific, and use-case agnostic,”
(National Institute of Standards and Technology, 2023). The RMF organizes these
standards into four functions—Govern, Map, Measure, and Manage—ecach with a
list of (vague) recommendations.

3. Executive Order 14110: Safe, Secure, and Trustworthy Development and Use of
Artificial Intelligence

On October 30, 2023, President Biden signed Executive Order 14110: Safe, Secure,
and Trustworthy Development and Use of Artificial Intelligence (“E.O.”). While
all of our interviews with policy experts were conducted before October 2023, we
include an overview of the E.O. here because of the Order’s important emerging
role in US Al governance. We also return to the E.O. later in this paper in discussing
how the policy gaps identified by our interviews may be ameliorated by the introduc-
tion of the Order. The E.O. expands on both the Blueprint and RMF by directing
specific actions to be taken by a wide range of federal agencies across eight policy
areas: safety and security, innovation and competition, worker support, consider-
ation of Al bias and civil rights, consumer protection, privacy, federal use of AI, and
international leadership (Harris & Jaikaran, 2023). Some directed actions include
the formation of a White House Al Council, directing the NSF Director to “sup-
port Al-related education and Al-related workforce development” and convening the
Department of Justice and other agencies to discuss the “comprehensive use of their
respective authorities and offices” to prevent Al-related discrimination (Exec. Order
No. 14110, 2023).

2.2.2 European Union
1. General Data Protection Regulation

The European Union’s General Data Protection Regulation (GDPR) came into effect
in 2018 and because of its strong enforcement authorities has become “the most
consequential regulatory development in information policy in a generation,” (Hoof-
nagle et al., 2019). Most significant are the GDPR’s restrictions against the sharing of
personal data without valid consent (Roberts et al., 2022). The impact of this compo-
nent of the GDPR is most commonly seen by users when being prompted to accept
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or decline the use of cookies on websites compliant with the GDPR. Nevertheless,
the Regulation does allow for some exceptions to the restriction on the sharing of
sensitive data, particularly when such action is a “substantial public interest” such as
public health (Hoofnagle et al., 2019).

2. EUAIAct

The EU Arttificial Intelligence Act (“Al Act”) was first proposed by the European Com-
mission in April 2021, ratified by EU member states in December 2023, and passed by
the European Parliament in March 2024 (Madiega, 2024). The legislation encompasses
all “Al systems” used in the EU, a term which in the original Commission draft included
common “statistical” approaches but has since been narrowed in scope (Council of the
European Union, 2022; Madiega, 2024). A key feature of the Act is the categorization of
Al practices into four risk levels, including kigh risk applications which are subject to
stricter regulation, and unacceptable risk applications which are prohibited. The latter
category encompasses subliminal manipulation, social scoring regimes and “real-time”
biometric surveillance except in some law enforcement use cases (Veale & Zuiderveen
Borgesius, 2021). The legislation also contains an obligation for developers of “General-
purpose AI” models to disclose the data used to train their models and to implement a
policy to mitigate copyright infringement (Madiega, 2024).

2.2.3 China
1. Al Development Plan

“A New Generation Al Development Plan” (AIDP) is China’s earliest roadmap for
Al policy (Hine & Floridi, 2022). The Plan was published by the State Council and
establishes national goals for investment in Al-related technologies. The AIDP is pri-
marily an economic document that aims to position Al as the “main driving force
behind China’s industrial upgrading and economic transformation,” (Roberts et al.,
2022). For example, the State Council set a target of the ‘core’ Al industry achieving
a gross economic output of RMB 150 billion (USD 22.5 billion) by 2020 and RMB
400 billion (USD 60.3 billion) by 2025 (Ding, 2018). While the national government
sets out these ambitions, the actualization of these targets is left to local governments.
The drawback of this “fragmented authoritarianism” approach can be seen in the fact
that a 2019 estimate valued the core industry at only RMB 57 billion (Hine & Floridi,
2022). Nevertheless, the AIDP does lay out some core principles for the Chinese gov-
ernment with respect to ethical Al development, particularly concerning “preserving
social stability,” (Roberts et al., 2022).

2. Personal Information Protection Law
The Personal Information Protection Law (PIPL) was passed by the Standing Com-
mittee of the National People’s Congress (the Chinese national legislative body) in

2021 and mirrors in many respects the data privacy protections of the EU’s GDPR,
including requirements for obtaining informed consent (Roberts, 2022; Roberts et al.,
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2022). However, there is a key exception to privacy protections when they “impede
state organs’ fulfillment of their statutory duties and responsibility,” (Roberts, 2022).
Roberts et al. (2022), in comparing the PIPL with the GDPR, caution that the intro-
duction of invasive surveillance technologies, particularly among the Uyghur minor-
ity in Xinjiang, “contradicts a holistic right to privacy and displays the CCP’s greater
willingness to exploit Al technology in the name of national security than the EU,”
(Roberts et al., 2022).

3 Methodology
3.1 Data Collection

This paper contributes to a broader study investigating perspectives on Al ethics
and policy among professionals initially trained as scientists or engineers, who have
transitioned into policy-related roles. The study also explores their career trajecto-
ries, shedding light on the intersection of technical expertise and policy engagement
within the Al field.

For the larger project, we conducted semi-structured interviews with 15 scien-
tists and engineers (Zhu et al., 2023). We recruited participants based on two spe-
cific criteria: (1) possessing at least one STEM degree, and (2) actively engaging
in Al policy-related work (broadly construed) as part of their daily responsibilities.
We define engagement in Al policy-related work as participation in job tasks that
require the consideration of technical Al systems in the context of legal, regulatory,
or business requirements. Thus, purely technical development work without interac-
tion with policy development or compliance does not qualify under this definition.
First, we distributed a short survey to potential study participants to obtain their basic
demographic and career information. The survey was distributed to the alumni of the
Christine Mirzayan Science and Technology Policy Fellowship of the National Acad-
emies of Sciences, Engineering, and Medicine. Additional snowball sampling was
also conducted. Except for the individuals who did not meet the recruitment criteria,
we invited almost every individual who completed the survey to the interview. We
conducted semi-structured interviews which lasted approximately 60 to 90 minutes
each.

The interview protocol for the larger project consisted of two sections: 1) career
pathways of Al professionals transitioning from scientists and engineers to policy
practitioners; and 2) their perceptions of Al ethics policy. We asked questions related
to career pathways because the overarching project also aims to establish a better
understanding of the career pathways of Al professionals to become policy experts.

For this paper, we analyzed participant responses to a specific interview ques-
tion in Part 2 of the protocol: “Are you aware of any ongoing policy efforts aimed
at ensuring the ethical development and utilization of AI? If so, which groups are
actively involved in these endeavors?”
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3.2 Data Analysis

We audio-recorded the interviews and transcribed the audio files through an external
transcription service approved by our university. After transcription, the data was
de-identified, with each participant randomly assigned a pseudonym. After generat-
ing transcripts of each interview, we extracted participant responses to the specific
interview question mentioned in Sect. 3.1 into a separate document. We started data
analysis by conducting a priori coding aligned with the two research questions.

More specifically, in the initial round of coding, we systematically identified and
highlighted any references to specific policy documents or regulatory efforts, general
policy discussions mentioned by the participants, and any other notable or unique
comments from the participants. In the second round of coding, we conducted the-
matic analysis (Braun & Clarke, 2021), leading to the development of a clustering
taxonomy (described in Sect. 4.1) and a synthesis of participants’ shared perceptions
regarding Al ethics policies (described in Sect. 4.4). Additionally, all specific policy
documents or efforts were combined to create Table 2. Finally, we consulted our cod-
ing notes, generated themes, and original interview transcripts in writing our analysis
for Sects. 4 and 5.

3.3 Policy Identification

Due to the qualitative and open-ended nature of our research approach, not all refer-
ences to specific policy documents or efforts were consistent across interviewees.
Most document references had slight variations in name (e.g. “Blueprint for an Al
Bill of Rights” or “the Al Bill of Rights”) which were straightforward to reconcile.
For these cases, we counted all references to the same document together and use the
document’s official title in this paper. We provide a complete hyperlinked list of these
documents and the abbreviations we use in the appendix. In some cases, references
to specific policy documents or efforts were not made using the title of the document
(or a variation of the title). Rather, the interviewee described the policy effort in such
a way as to uniquely identify it. In these cases, we used quotes and context from the
interviewee to trace the reference to a named document. Once we trace a reference to
a particular policy document or effort, we refer to the effort by the name of the docu-
ment, if applicable.

For example, James’ interview includes the following quote: ““...we follow a vari-
ety of legislative proposals that have come on Capitol Hill. Just as an example—I
forget the details, but it was in the news this week about regulation that would make it
illegal for there to be algorithms directly used in the decision to launch nuclear weap-
ons and thus kind of requiring people always be in the loop for that decision.” An
online search using the keywords “Congress Al nuclear weapons” reveals only one
possible candidate: S.7394: Block Nuclear Launch by Autonomous Artificial Intel-
ligence Act of 2023 introduced by Senator Markey and Representatives Lieu, Beyer,
and Buck. The content and date of publication of the legislation correspond with the
context of James’ interview answer, confirming that S. 1394 is the document to which
James was referring.
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The authors all agree on the identification of ambiguous policy references, and in
all but one case the reference can only be to one document. The exception is Irene’s
response: “IBM has a framework, Microsoft has a really good framework and lots
of those things, and some of them are made public.” We traced the reference to a
“Microsoft framework” to Microsoft’s Responsible AI Standard, but an “IBM frame-
work” on Al was more elusive. A search for “IBM Al Framework™ does not yield a
clear answer, but a search for “IBM Al principles” leads to IBM’s Principles for Trust
and Transparency page accessible from the IBM Al Ethics webpage. We believe that
this is the closest match for Irene’s reference, and have therefore included it (with a
disclaimer) in Table 2.

4 Findings
4.1 Policy Documents Clustering

Our review of the interview responses resulted in the formulation of seven distinct
clusters of Al policy. Below, we describe each cluster and its coding requirements.
We believe that this clustering provides a simple yet comprehensive taxonomy for
categorizing Al ethics policy efforts according to originating organization (e.g. public
or private sector), jurisdiction (US, non-US national, and multinational or global),
and development stage (i.e. general discussions or formulated policy). Figure 1 visu-
alizes the seven clusters according to these distinctions.

1. US Policy Documents — This cluster includes any named reference to a spe-
cific policy document or regulation from the US executive branch. ‘Policy
document’ here is broadly construed to include any document published by a
government office or agency that outlines either nonbinding guidance or offi-
cial government policy related to Al. To be included in this cluster, the docu-
ment or regulatory effort must be (1) named by the interviewee, or described
in enough detail to identify it; and (2) be traceable to a specific government

Al Ethics Policy Efforts

United States non-US
Government Non-Government National Multinational

1L.US 2.US 3. Agency 6. Private 7. Nonprofit/ 4. Non-US
Policy Congressional Working Sector Academic National
Documents Efforts Groups Efforts Efforts Efforts

5. Multinational/
Global Efforts

Fig. 1 Tree diagram of our clustering taxonomy according to jurisdiction and originating authority
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entity that issued the document or regulation. Examples of mentioned US pol-
icy documents include the nonbinding Blueprint for an Al Bill of Rights, the
USAID Artificial Intelligence Action Plan, and the NIST Al Risk Management
Framework.

2. US Congressional Efforts — This includes any specific reference by an inter-
viewee to an effort by any members of the US Congress to propose or pass leg-
islation related to Al. The reference to the legislative effort must be (1) related
to a specific proposal—either a draft bill or an outline for proposed actions to
be taken by Congress—to govern an aspect of Al in the US, and (2) reasonably
traceable to a member or group of members proposing the legislative action.
Thus, statements such as ““...there are lots of initiatives in Congress right now, at
the White House, and all sorts of federal agencies...” (Daley) would not qualify
for this cluster. The only interview to fall under this category was that of James,
who mentioned “...regulation that would make it illegal for there to be algo-
rithms directly used in the decision to launch nuclear weapons...”. We traced this
reference to S.1394, the Block Nuclear Launch by Autonomous Artificial Intel-
ligence Act of 2023 (see Sect. 3.3).

3. US Public Sector Agency Working Groups or General Conversations — Ref-
erences to general policy conversations or policy working groups taking place
within US government agencies are included in this cluster, provided that (1)
the reference does not refer to a particular policy document issued by the agency
(cluster 1), and (2) the interviewee references a specific government agency or
agencies where the policy conversations are taking place. Thus, a statement like
“...there was a working group in kind of the Al space for a little while with a few
of the agencies in D.C. that touched this area...” (Julia) would not qualify for
this cluster as it cannot be traced to specific government agencies, but a statement
such as “At State Department, there might be ... 20 people, 25 people who are,
on a day-to-day basis, involved in Al policy conversations,” (Benjamin) would.
By definition, this cluster includes no specific policy documents or efforts (see
Table 2) since this group encompasses only informal and in-progress efforts by
US government agencies.

4. Non-US National Guidance, Regulations and Legislative Efforts — Any refer-
ence to a legislative or regulatory effort by a country other than the US regard-
ing Al falls under this cluster, which is the combination of clusters 1 and 2 for
non-US countries. To be included in this category the reference must (1) relate
to a specific country’s legislation, regulation, or government plans to govern Al,
and (2) be an action taken solely by a single government, not a multinational
agreement or policy. References to Canada’s Artificial Intelligence and Data Act
and the UK’s A/ Strategy are included in this cluster, whereas references to the
EU AI Act or the African Union’s Draft Strategy for Al are included in cluster 5.
Simply naming a country in reference to general Al regulation (e.g. “I think [in]
most European countries, I think France, Canada, there are policies that are being
developed in terms of what are the ethical uses for AI” [David]) does not qualify
for this cluster.

We combine both administrative policy and legislation into a single cluster for
non-US countries for two reasons: (1) there were not enough references to policy
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and legislation individually to justify two separate (and small) categories, and
(2) we recognize that, outside of the US, there is perhaps less of a meaningful
difference between administrative policy and legislative action. This is especially
true for parliamentary democracies, where the executive government must com-
mand majority support from parliament, and for non-democratic countries such
as China. We discuss the implications of the US separation of powers on Al
regulation in detail in Sect. 5.

5. Multinational and Global Policy Efforts — This cluster includes specific refer-
ences to multinational or global policy statements, strategies, treaties, or legisla-
tion, whether binding or nonbinding. ‘Multinational’ includes any group of two
or more countries, including bilateral or multilateral statements, multinational
governments such as the European Union, and regional associations such as
the African Union or the Association of Southeastern Asian Nations (ASEAN).
‘Global’ refers generally to worldwide diplomatic organizations such as the
Organization for Economic Cooperation and Development (OECD) or United
Nations (UN). Examples of efforts included in this cluster are the US-EU Joint
Statement of the Trade and Technology Council, the G7 Statement on Hiroshima
Al Process, EU Al Act, the Council of Europe Draft Framework Convention on
Al and the UN Global Digital Compact.

6. Private Sector Groups and Policy Efforts — This cluster includes references to
policy efforts or ethics frameworks originating from the private sector that are
connected to a specific company or set of companies. Efforts related to nonprofit
institutes or academic research are not included in this cluster (see cluster 7). An
example statement that falls under this cluster is “IBM has a framework, Micro-
soft has a really good framework and lots of those things, and some of them are
made public,” (Irene). This statement acts as two distinct references, one to IBM
and one to Microsoft.

7. Nonprofit Organizations, Institutions or Academia — References to non-gov-
ernmental groups developing frameworks or policy recommendations not con-
nected to a specific company fall under this cluster. Examples include references
to research institutions connected to universities such as the Al Now Institute
(NYU) and the Stanford Institute for Human-Centered Al, and think tanks such
as the Future of Privacy Forum and the Special Competitive Studies Project. This
cluster yielded no specific policy references since no publications by the refer-
enced nonprofit organizations were mentioned.

4.2 Thematic Clusters

Table 1 shows the cluster labels assigned to each interviewee. Since the interviews
were open-ended, 9 of 15 interviewees discussed more than one thematic cluster in
their responses, while only four interviewees mentioned only one cluster. Melissa
and Cynthia’s interviews did not receive any cluster label, since they did not describe
any policy efforts in sufficient detail. Cluster 5: Multinational and Global Efforts
was mentioned the most (7 of 15 respondents), and clusters 1, 3, and 7 were each
mentioned by 6 interviewees. Cluster 2: US Congressional Efforts was discussed
only by James.
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Table 1 Thematic cluster labeling by interviewee

Interviewee 1.US 2.US Con- 3.Agency 4.Non-US 5. Multi- 6. Private 7. Non-
Policies  gressional ~ Working National national Sector profit and
Efforts Groups Efforts and Global  Efforts Academ-
Efforts ic Efforts
Julia
Benjamin X X X X
Emma X
David X
James X X X
Gary X
Vera X X
Daley
Melissa
Elise X X X X
Stephen X X
Jeff X X
Otis X
Cynthia
Irene X X X X
Total 6 1 6 2 7 2 6

4.3 Specific Policy Documents

Table 2 lists all policy documents or specific policy efforts referenced by interview-
ees, grouped by thematic cluster. In total, 21 documents and efforts were identified
by 9 of 15 interviewees. 5 of those 9 respondents mentioned two or more docu-
ments. One interviewee alone mentioned 10 documents. The US Blueprint for an Al
Bill of Rights, the NIST Al Risk Management Framework, and the EU Al Act were
mentioned the most often, while 14 documents were only mentioned by a single
respondent.

4.4 Common Perceptions

Below, we summarize overlapping perceptions among interviewees across four major
topic areas: general US regulation, the US Congress, non-US regulation (including
multinational efforts), and the private and nonprofit sectors.

1. General Regulation in the United States — There was general agreement among
many interviewees who spoke about Al regulation in the US that regulatory work
is currently underway. The interviewees underscored the enormity of this task
by saying, for example, “I believe people are working furiously on [Al policy]”
(Emma) and “all that process, that policymaking process, is happening right
now” (Benjamin). While there was strong agreement among interviewees about
the timeliness of Al policy development in the US, there was less clarity on who
(which governmental actors) are driving this development. Interview responses
on this subject included a large list of different executive branch offices and agen-
cies (e.g. “you have everything from DOD [Department of Defense], ... DOE
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Table 2 Specific policy Thematic Document or Effort Number of
documents or efforts referenced Cluster References
by interviewees, sorted by 1.US Blueprint for an Al Bill of Rights 5
thematic cluster and number of Polici )
references olicies NIST AI Risk Management 4
Framework
USAID Al Action Plan 1
Department of Defense Responsible 1
Al Strategy
2. US Con- S. 1394: Block Nuclear Launch by 1
gressional Autonomous Artificial Intelligence
Efforts Act 0f 2023
4. Non-US Canada Artificial Intelligence and 1
National Data Act
Efforts China Provisions on Deep Synthesis 1
Technology

China Provisions on Management of 1
Generative Al Services

Italy Ban on ChatGPT 1
UK AI Strategy 1
5. Multi- EU AT Act 4
national Council of Europe Draft Framework 2
or Global Convention on Al
Efforts OECD Al Principles 2
US-EU Joint Statement of the Trade 2
and Technology Council
African Union Draft Strategy for Al 1
ASEAN Guide on AI Governance and 1
Ethics
G7 Statement on Hiroshima Al 1
Process
Montreal Declaration 1
UN Global Digital Compact 1
6. Private IBM’s Principles for Trust and 1

ISee clarification on the
identification process for this
document in Sect. 3.3

Sector Efforts Transparency'
Microsoft Responsible Al Standard 1

[Department of Energy], FTC [Federal Trade Commission] ... OSTP [Office of
Science and Technology Policy]...”) as well as ambiguous references to general
“conversations” or working groups.

The policy experts also consistently noted the United States’ delayed action
on Al oversight compared to other countries and offered two different but not
necessarily contradictory explanations. The first explanation is that of a purpose-
ful ‘wait-and-see’ stance. As Emma formulates it, “In America ... we’ll ... let
the rest of the world play around with stuff and we’ll see how it goes, and then
America will then formulate its policy.” Other experts argue that the delay in
policymaking is due to being awestruck by the capabilities of emerging Al tech-
nology. Julia describes, “Al is in this kind of pathway, where it’s cool, it’s shiny,
it’s pretty, it’s new, we’re not being honest enough about what its complications
are and the consequences...” However, both Julia and James indicated that the AT
governance landscape is not even across the federal government. Julia noted that
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there is always a “big divide” between “discretionary spending agencies” and
defense-related agencies. James’ interview responses highlighting the Al regula-
tory work within the Department of Defense seem to substantiate this divide.
James also referenced specific actions to implement Department policy in exist-
ing systems (e.g. regulating access to sensitive data, system validation, etc.).

2. US Congress — The US Congress was not mentioned as often as the executive
branch, and references to Congress generally lacked specificity (e.g. “there are lots of
initiatives in Congress right now”). As noted above, there was only a single concrete
Congressional policy effort identified through the interviews (S. 1394). The lack of dis-
cussion of the legislative branch highlights both the nascency of Al policy discussions
in the US and that the executive branch is taking a much more active role in defining
US government perspectives on Al governance. Julia’s responses on Congressional
activity on Al are the most informative in this sense. She notes that Congress “can’t
even agree that people should have a right to privacy. So we’re not anywhere near hav-
ing rules and regulations around AL She goes on to say that, “in fact, the field does
not want Congress to be the one making large, sweeping things. And they better hope
they don’t get to the point where Congress feels like it has to because things will be
very wrong and will go very draconian.” In other words, “when Washington doesn’t
fully understand something, their answer is to ban it, right?”’

3. Non-US Regulation — Discussion of Al policy efforts outside of the United States gen-
erally took the shape of the interviewee listing countries they knew had done something
concerning Al “I think [in] France, [and Canada], there are policies that are being devel-
oped in terms of what are the ethical uses for Al,” (David), and “I think also South Korea,
[and] Japan—there are a lot of places in the world that seem to be a little bit further
ahead on these [AI] policy issues,” (Emma) are typical responses in this regard. Other
interviewees were able to name or describe specific policy efforts from other countries,
and even more mentioned multinational or global policy efforts such as the OECD A/
Principles or Council of Europe Drafi Framework Convention on AI. Many experts
framed international policy developments as a step ahead of those in the US, often list-
ing specific foreign policies before US policies (if at all). But by far the most common
discussion point when talking about non-US policy efforts was the EU Al Act, which
was referred to by Irene as the “elephant in the room,” because it is “trying to legislate,
in an a priori way, risk mitigation measures for [a] huge variety of ... systems.” Interest-
ingly, Benjamin emphasized the influence of the EU Al Act on US policy by noting that,
“There are also lots of conversations right now happening within the US government
about the EU Al Act and what should be the US government’s response to [the Act].”

4. Private and Nonprofit Sectors — Notwithstanding the two private sector policy
documents mentioned by Irene, the discussion of the private and nonprofit or
academic sectors was the least specific. Like with US regulatory efforts, there
was some consensus that companies have “internal policies about the use of their
technologies and development” concerning Al (Elise), but very little mention of
what those policies are. Beyond Irene’s mention of Microsoft and IBM, only Otis
added Apple and Tesla as additional private sector actors engaging in the Al eth-
ics policy space. Daley underscored the reason why these companies are engaged
in Al ethics conversations, noting that companies are “trying to make policies to
ensure that users trust their products to avoid regulatory scrutiny.” This proactive
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private sector approach is the flipside of the ‘wait-and-see’ regulatory approach
from the US government, as companies who rely on Al technology try to avoid
provoking regulatory intervention from the federal government (especially
Congress). There was similarly little discussion on the role of the nonprofit and
academic sectors in Al policy development. Cynthia, who works at a research
institute, noted that the institute’s current “Al projects are ... providing the docu-
mentations [sic] for making good decisions about how Al should be utilized by
various public institutions, industry institutions, or academic institutions. We’re
contributing to the wealth of knowledge to help support good decision-making.”

5 Discussion

While 13 of the 15 we experts interviewed were generally familiar with various public
and private sector Al ethics policy efforts, only 9 experts mentioned specific policy doc-
uments or initiatives, either in the US or abroad. Among these, the Framework for an AI
Bill of Rights, the OECD Al Framework, and the EU A Act were mentioned the most.

5.1 US Policy

For the most part, each expert was knowledgeable of policy developments within
their government agency or subdomain. There was broad agreement that regulators
were actively working on policy frameworks to govern the use of Al in the govern-
ment and the private sector, and more of these efforts have come to light in recent
years with the publication of policies (e.g. NIST Risk Management Framework),
guidance (e.g. Framework for an Al Bill of Rights), and legislation (e.g. EU Al Act).
Regarding legislative efforts in the US, there was a sense among most interviewees
that Congress is working on passing laws to deal with AI. However, discussions of
Congressional oversight efforts lacked the detail that the experts could easily provide
when talking about executive (administrative or regulatory) policies. Only one inter-
viewee named a specific piece of Congressional legislation, namely a bill to prohibit
the use of Al to launch nuclear weapons without human authorization (S. 1394).
This finding underscores the extent to which legislative efforts on Al governance in the
US currently lag behind those abroad and even the policy initiatives in the US executive
branch. We posit that this delay is furthered, if not caused by, still disparate ideological
views among members of Congress on central principles that would form the foundation
of potential Al legislation, mirroring the disagreements found in statehouse discussions
about Al regulation (Parinandi et al., 2024). One expert noted that disagreements within
Congress over privacy rights and laws are preventing Congress from confronting more
complicated issues over Al regulation. The expert went on to say that “the field [of Al
developers and regulators] does not want Congress to be the one making large, sweeping
[legislation]” because there is a sense that when Congress does step in it does so in a “dra-
conian” way. This attitude is perhaps a consequence of the American regulatory system
fostered by the separation of powers; Congress prefers to exercise hands-off “fire-alarm
oversight’, only intervening when egregious mismanagement is brought to its attention
(McCubbins & Schwartz, 1984). Thus, minimal (and often nonbinding) executive policy
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is seen a sufficient during this nascent stage of Al innovation. Congressional legislative
action is seen as premature and likely to be overly restrictive.

That the future of US Al regulation is a topic of current discussion in the halls of the US
Capitol is evidenced by the over 500 bills from the 118th Congress (2023-2024) alone that
are returned by the Congress.gov legislative search engine when searching for “artificial
intelligence,” including over three dozen with “artificial intelligence” in the title. Yet no
single effort has consolidated policymakers’ attention. And as the 118th Congress draws to
a close, only three of the over 500 bills have become law, including the omnibus National
Defense Authorization Act and FAA Reauthorization Act. In the absence of a standard-
bearer, federal legislation is subject to disproportionate influence by a variety of political
interests seeking to shape what aspects of Al are regulated and how. The exact dynamics of
this AI lobbying should be subject to further research exploration. However, experimental
evidence from state legislatures in a study by Schiff and Schiff (2023) shows that both
expert opinion and narratives (“stories involving characters, contexts, plots, and morals™)
are highly effective at engaging legislators on Al policy. Even in a highly technical policy
domain, the authors find that ““passion’ can be just as important as ‘reason’ in policy influ-
ence efforts,” (D.S. Schiff & Schiff, 2023). This suggests that, in contrast to the expert-
driven approach of the European Commission in developing the EU Al Act (Justo-Hanani,
2022), US Al legislation may be driven as much by the societal ‘hype’ created by new Al
technologies. Yet whether this hype causes Congress to continue its ‘hands-off” regulatory
approach, or to intervene on a much larger scale remains to be seen.

5.2 Overlapping US Efforts

The variety of policy efforts listed by the experts shows that there is perhaps no single
catch-all US policy on Al that is broadly identifiable across government and industry. The
Framework for an Al Bill of Rights could be considered the most widely known effort, and
we might expect its name recognition to grow in the coming months, especially in light of
President Biden’s October 2023 executive order (which had not been published at the time
we conducted our interviews). Abroad, the EU Al Act performs the function of standard-
bearer for all-encompassing Al regulation, and its influence is evident in our interviewees’
responses. Its name recognition, we hypothesize, can be attributed to its wide remit to deal
with multiple challenges of ethical Al use (foundation models, biometric data, etc.) and its
large impact as a law that will impact over 700 million people across 27 EU nations.

US legislative and regulatory efforts are perhaps not as advanced as those abroad (par-
ticularly in the EU and China), as noted by multiple experts and confirmed by literature
on this subject. In the meantime, while viable Congressional legislation is still lacking, the
fabric of disparate and overlapping agency policies, recommendations, and opinions paints
a cloudy picture of how Al will be regulated in the future. This lack of unity and clarity
was epitomized by the response from an expert from the National Institute for Science
and Technology (NIST), who told us of his desire for “NIST to be able to think about a
supercluster that would then be able to set up the framework by which we would be think-
ing about AI”. However, exactly such a document (the Al Risk Management Framework)
already existed at the time of the interview and was published by NIST itself in 2022. That
an employee in the originating authority can be oblivious to a major guiding document
underscores the need to unify disparate federal efforts to regulate Al
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5.3 Non-US and Multinational Efforts

Even though all experts we interviewed worked for the US government or within US
companies or organizations, many nevertheless had knowledge of non-US policies
governing ethical Al deployment, both at the level of national legislation or regula-
tion and multinational policies or frameworks. The EU Al Act was mentioned broadly,
but interviewees also named additional national and multinational policies that estab-
lish guidance or implement regulation for Al. Here we draw connections between
the knowledge of these experts beyond the US context and the “cleaving” power to
decouple “law and territoriality” described by Floridi (2017). Not only are the EU’s Al
Act and General Data Protection Regulation (GDPR) examples of cases where technol-
ogy’s power to transcend national borders necessitated a regional regulatory approach,
but in the case of the GDPR, the difficulty (or cost) of tailoring digital services to differ-
ent countries means that some GDPR provisions apply de facto to non-EU territories,
including the US. Increasingly, websites of EU and non-EU companies require users
to select cookie settings upon loading their website, even if the user is located outside
of the European Union. In this way, knowledge of consequential non-US technology
policy efforts is important for policymakers not only because of the potential influence
of these policy antecedents on future policy, but also because of the current impact
of foreign regulation on US user and company behavior. While we do not yet know
whether and how the EU Al Act may influence US Al legislation, we should still expect
to soon see the impact of the Act on US technology companies also operating in the EU.

Looking beyond major multinational policy developments, knowledge of non-US
national-level policy efforts was less widely distributed. Of the five non-US national
efforts mentioned, four were mentioned by the same interviewee. Nevertheless, it
is promising to hear mentions of Al strategies from the African Union and ASEAN
given the current dominance of Western and Global North countries in discussions
around ethical Al implementation.

5.4 Engaging the Al Policy Literature

On the one hand, the responses of our participants confirm many of the findings from
existing Al policy literature. Among these are the predominance of Northern and Western
countries in Al governance discussions; the importance of the US, EU, and China as lead-
ers in the Al policy space; and the underdevelopment of US Al policy compared to the EU
and China. The latter point in particular was underscored by the experts both explicitly and
implicitly. Moreover, the EU Al Act and US Blueprint for an Al Bill of Rights were both
referenced the most by experts, who all highlighted these documents as seminal for their
respective jurisdiction’s approach to Al governance.

At the same time, however, the responses of our participants differ from the policy
documents scholars highlighted as important to the development of Al regulation. For
example, the two Chinese Al policy documents highlighted in the literature—the AIDP
and PIPL—were not mentioned by the participant who was knowledgeable of two
more recent legislative efforts in China surrounding deepfakes and generative Al. This
difference in the mentioned documents is, in one sense, understandable given that the
experts we interviewed were from the US and not China. Yet this also indicates that the
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experts may be more focused on outcomes (through regulation and legislation) than
on strategy, especially beyond the US. For the policy experts currently grappling with
how to develop Al regulation in the US, what matters is not how other comparable
countries arrived at their outcomes, but simply what those outcomes are. Relating to
China in particular, the relative obscurity of the AIDP may also underscore the reali-
ties of “fragmented authoritarianism” (Roberts et al., 2022); because it is unclear what
national CCP goals will cut through competing priorities and be implemented by local
authorities, what matters to foreign observers is what regulation becomes implemented.

Regarding the processes for Al policy development, the insights from the experts
support the trends we highlight in Sect. 2.1, especially with respect to the US. Since
none of the experts we interviewed worked outside of the US, discussion of non-US
policy processes was necessarily limited. However, the predominance of the EU Al
Act in discussions on Al governance within the European Union does emphasize that
the EU itself is, for the most part, taking the lead on Al regulation. Thus, European Al
policy can be characterized, more or less, as a single policy, not 27 different policies.

With respect to the US, the responses from the experts support the conclusions that
(1) the US has been slower to develop and execute policies on Al regulation, and (2)
the executive branch, not Congress, is currently leading these regulatory efforts. How-
ever, the variety of responses on executive branch Al policy efforts indicates that US Al
‘policy’ is more diverse and disjointed than a review of US Al policy literature would
suggest. We offer two reasons for this. First, the reality of policy work for these experts
is often siloed, with policymakers primarily concerned with how Al is regulated within
their agency’s remit, and not necessarily how a particular department’s Al policy fits with
the overall Al strategy of the administration. In other words, we hear from these experts
a different perspective on Al policy than the top-down view presented in the literature.
Second, US efforts to regulate Al have advanced significantly since conducting our inter-
views. This is evident not only in the signing of Executive Order 14110 in October 2023,
but also in President Biden’s nationally-televised called to “Ban A.l. voice impersonation
and more” during the 2024 State of the Union address (Biden, 2024).

6 Conclusion

In this paper, we present a qualitative analysis of the knowledge and perceptions of fifteen
Al experts in policy-related roles regarding Al ethics policy and governance. We find that
most experts are knowledgeable about policy efforts that relate to their agency or field of
work. For example, an expert at the US State Department whose work focuses on trade
policy would be familiar with statements from the US-EU Trade and Technology Council
regarding Al ethics, while an expert at the Department of Defense could be expected to
have knowledge of efforts in Congress to regulate Al in defense settings. However, we
find that expert knowledge does not uniformly extend far beyond the walls of the expert’s
agency. While we documented 21 specific policy efforts referenced in our interviews, 12
of those efforts came from only four experts. Knowledge of non-US Al policy efforts is
particularly concentrated and tends to focus on Northern and Western countries, with the
US, European Union, and China consistently recognized as the primary actors in the Al
policy space. The minimal mention of countries in the Global South emphasizes the need
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for increased focus on how these states approach Al governance, and to what extent they
are influenced in this endeavor by countries like the US or China.

Overall, the responses from the expert interviews corroborate the importance of policy
documents like the US Blueprint for an Al Bill of Rights and EU Al Act, which are widely
discussed in existing literature. At the same time, however, the discussion on Chinese Al
regulation differed from the literature, with the expert who mentioned Chinese policy
efforts citing two different regulatory documents than those included in our literature
review. Likewise, the discussion of US policy efforts was more diffuse than might be
expected. This was epitomized in the response of the expert from NIST who was unaware
of the already-published NIST A/ Risk Management Framework. Crucially, many of the
experts who mentioned the US Blueprint for an Al Bill of Rights highlighted the docu-
ment’s limitations and argued that a new policy document is needed to formalize and
operationalize US policy on Al governance. We posit that President Biden’s October
2023 executive order (E.O. 14110) will take on this role, at least in the near future.

6.1 Limitations

We acknowledge that, in addition to only representing the US perspective on Al ethics pol-
icy, our experts also form a relatively small sample. For this reason, we placed emphasis
on the qualitative evaluation of expert interview responses, and used our thematic cluster
coding to emphasize similarities in the areas of Al ethics policy intervention mentioned
across multiple experts. Although a larger sample of policy experts is likely to cover a wider
number of policy efforts and enable robuster conclusions, we also note that policy work
is not a simple ‘numbers game’. A closer analysis of the position, scope, and influence of
a policy expert is needed to assess the impact that their perspective may have on policy
development. In this sense, we provide the summaries and analysis of our experts’ perspec-
tives to elucidate the wide range of policy efforts connected (sometimes only tangentially)
to Al regulation in the US and around the world. The key takeaway here is that ‘Al ethics
policy,” especially in the US context, is not as simple as pointing to a single law or executive
order ‘on AI’. Indeed, the breadth of policy efforts underscores the difficulties government
agencies and private industry face in trying to comply with the intent, if not the letter, of
still-developing policies.

6.2 Future Work

Our findings also indicate promising directions for further research on Al ethics pol-
icy development. In particular, a similar study to this one should be conducted over
a longer time period to investigate the growth in awareness and influence of newer
policy efforts such as the EU Al Act (which was passed by the European Parliament
after we finished our interviews) and Executive Order 14110 (which was released
after our interviews). Findings from such a study could be compared to this paper
to better understand the development over time of how policy experts think about
Al regulation. Moreover, a quantitative analysis of Congressional attitudes towards
Al regulation building on the work of Parinandi et al. (2024) would be timely given
increasing Congressional activity on Al, and would further understanding of the poli-
tics of Al regulation on a federal level.
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Appendix A: Referenced Policy Documents

Tables A1 and A2 contain all Al policy documents referenced in the literature review
and by the policy experts we interviewed.

Table A1 List of referenced policy documents

Document Title Country or Originating Authority Abbrevia-
Organization tion
Executive Order 13859: “Maintaining United States White House E.O.
American Leadership in AI” 13859
Blueprint for an Al Bill of Rights United States Office of Science and “Blueprint”
Technology Policy
Artificial Intelligence Risk Management  United States National Institute RMF
Framework of Standards and
Technology
Executive Order 14110: “Safe, Secure, United States White House E.O.
and Trustworthy Development and Use of 14110
Artificial Intelligence”
Artificial Intelligence Action Plan United States US Agency for Interna-
tional Development
Responsible Artificial Intelligence Strat- ~ United States Department of Defense
egy and Implementation Pathway
S. 1394: Block Nuclear Launch by United States Congress S. 1394
Autonomous Artificial Intelligence Act
0f 2023
General Data Protection Regulation European Union ~ European Commission GDPR
Artificial Intelligence Act European Union ~ European Commission “EU Al
Act”
A New Generation Artificial Intelligence ~ China State Council AIDP
Development Plan
Personal Information Protection Law China National People’s PIPL
Congress Standing
Committee
Administrative Provisions on Deep China Cyberspace Administra-
Synthesis in Internet-Based Information tion of China, Ministry of
Services Industry and Information
Technology, Ministry of
Public Security
Interim Measures for the Management of ~ China Cyberspace Administra-
Generative Artificial Intelligence Services tion of China?
Artificial Intelligence and Data Act® Canada Canadian Parliament
National Artificial Intelligence Strategy United Kingdom  Department for Digital,
Culture, Media & Sport
Draft Framework Convention on Artificial Council of Europe Committee on Artificial
Intelligence, Human Rights, Democracy Intelligence
and the Rule of Law
Recommendation of the Council on Artifi- OECD Committee on Digital “OECD Al
cial Intelligence Economy Policy Principles”
Joint Statement of the Trade and Technol- US/EU Trade and Technology
ogy Council (May 2023) Council

2Jointly released along with the National Development and Reform Commission, Ministry of Education,
Ministry of Science and Technology, Ministry of Industry and Information Technology, Ministry of
Public Security, and National Radio and Television Administration

3Part 3 of the Digital Charter Implementation Act of 2022
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Table A2 List of referenced policy documents (continued)

Document Title Country or Originating Authority Abbrevia-
Organization tion

Draft Conceptual Framework of the Conti- African Union Specialised Technical

nental Strategy on Artificial Intelligence* Committee on Commu-

nication and Informa-
tion Communications

Technology
Guide on Al Governance and Ethics Association of ASEAN Secretariat
Southeast Asian
Nations
G7 Leaders’ Statement on the Hiroshima ~ G7 G7 Leaders
Al Process
Montreal Declaration for a Responsible Voluntary University of Montreal — “Montreal
Development of Artificial Intelligence Declaration Declaration”
Global Digital Compact United Nations ~ Office of the Secretary-  “UN Global
General’s Envoy on Digital
Technology Compact”
Principles for Trust and Transparency IBM IBM
Responsible Al Standard Microsoft Microsoft

“4Text of the framework could not be found
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